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Chapter Goals

* List the components and their function
in a von Neumann machine

+ Describe how computer memory is
organized and accessed

* Basic parts of CPU

* Name and describe different auxiliary
storage devices
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Address Space

» To access a byte in memory requires an
identifier. The total number of uniquely
identifiable locations in memory is called
the address space

Number of bytes  Approximation

210 bytes 103 bytes
220 bytes 10° bytes
230 bytes 10° bytes
240 bytes 10'2 bytes
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#:>]: Address Space

* A computer has 32 MB (megabytes) of
memory. How many bits are needed to
address any single byte in memory?

o The memory address space is 32 MB, or 2%
(2° x 2%%). This means you need log, 2% or 25
bits, to address each byte.
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int a=10;
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00001010 00000000 00000000 00000000
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00000000 00000000 00000000 00001010
#include <stdio.h>
main()
{
int a=10;
short b;
memcpy(&b,&a,2);
printf("%d\n",b);

RAM and ROM

* RAM stands for Random Access Memory
— Inherent in the idea of being able to access each
location is the ability to change the contents of each
location
* ROM stands for Read Only Memory
— The contents in locations in ROM cannot be changed

* RAM is volatile, ROM is not

— This means that RAM does not retain its bit
configuration when the power is turned off,
but ROM does
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Fundamental about CPUs
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an Intel 80486DX2 microprocessor

Arithmetic/Logic Unit

» Performing basic arithmetic operations
such as adding

» Performing logical operations such as
AND, OR, and NOT

* Most modern ALUs have a small amount
of special storage units called registers
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Control Unit

» Control unit The organizing force
in the computer

» There are two registers in the control unit

— The instruction register (IR) contains the
instruction that is being executed

— The program counter (PC) contains the
address of the next instruction to be executed

* ALU and the control unit called the
Central Processing Unit, or CPU
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Connecting CPU and Memory

Data Bus
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Address Bus

Bus and Memory

+ Data BUS
— Transfer a word data to CPU parallel
— Word length 32bit mean transfer 32bit
between CPU and Memory
» Address BUS
— Select a word data to CPU parallel
— Address BUS 32bit mean address space 4G
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in: 2547 (Cache Memory)

* A CPU cache (&%)
— is a cache used by the central processing unit of a computer to
reduce the average time to access memory.

— The cache is a smaller, faster memory which stores copies of the
data from the most frequently used main memory locations.

* Most modern CPUs have at least three
independent caches:

— an instruction cache to speed up executable instruction fetch,
— adata cache to speed up data fetch and store

— a translation lookaside buffer used to speed up virtual-to-
physical address translation for both executable instructions and

data.
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From_http://en. wikipedia.org/wiki/CPU_cache

Flow of Information

» The parts are connected to one another by
a collection of wires called a bus
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Figure 5.2 Data flow through a von Neumann architecture




Input/Output Units

* Input Unit A device through which data
and programs from the outside world are
entered into the computer
— Keyboard, the mouse, and scanning devices

* Output unit A device through which
results stored in the computer memory are
made available to the outside world
— Printers and video display terminals

Secondary Storage Devices

» Because most of main memory is volatile
and limited, it is essential that there be
other types of storage devices where
programs and data can be stored when
they are no longer being processed

» Secondary storage devices can be
installed within the computer box at the
factory or added later as needed
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Compact Disks

* A CD drive uses a laser to read
information stored optically on a plastic
disk

* CD-ROM is Read-Only Memory
« DVD stands for Digital Versatile Disk
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Cperating on opto-mechanical mouse.
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Magnetic Disks

» Aread/write head travels across a spinning
magnetic disk, retrieving or recording data
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Figure 5.5
The organization
of a magnetic disk
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Magnetic Tape

* The first truly Taps resi Takerup reol
mass auxiliary
storage device
was the magnetic
tape drive

Tape motion

A magnetic tape storage mechanism

Figure 5.4 A magnetic tape
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Synchronous processing

» One approach to parallelism is to have multiple
processors apply the same program to multiple data sets

Pipelining

» Arranges processors in tandem, where
each processor contributes one part to an
overall computation
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Figure 5.8 Processors in a pipeline
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Figure 5.7 inasy
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Parallel Computing
* Instruction level parallelism
— Instruction pipelining
— Superscalar
* SIMD (Single Instructions Multiple Data);
* VLIW (very long instruction word)
» Thread level parallelism
— MIMD (Multiple Instructions-Multiple Data)
— MP (multiprocessing)
» Data parallelism
— Vector processor and SIMD
528

pifzig: ‘Play CPU

» Overclocking &4

— Considerations:
« Cooling
« Stability and functional correctness,
« Factors allowing overclocking, Story short: Intel wants to
. charge PC users $50 to give
Benchmarks to evaluate performance them the ability to unlock

additional features on their CPU

* Unlock CPU core Gz Ly S
— Advanced Clock Calibration

* Fun or Business ?
] http://www.extremeoverclocking.com
— Who has benefit?  hip:/enwikipedia.ore/wiki/Overclocking

http://en.wikipedia.org/wiki’ AMD_700_chipset_series
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1. According to the von Neumann architecture, List basic parts of a
computer.
2. A computer has 64 MB (megabytes) of memory. How many bits are
needed to address any single byte in memory?
3 List basic parts of a CPU, include cache or not?
. What mean secondary storage. List some on your PC.
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CPU. RAM. ROM. Bus (computmg) Parallel Computmg
6. 5By, Rk “ =115 (cloud computing)
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